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Abstract—Marine animal studies are of great importance to human beings and instrumental to many research areas. How to identify such animals through image processing is a challenging task that leads to marine animal segmentation (MAS). Although deep neural networks have been widely applied for object segmentation, few of them consider the complex imaging condition in the water and the camouflage property of marine animals. To this end, a robust deep marine animal segmentation network is proposed in this article. Specifically, we design a new data augmentation strategy to randomly change the degradation and camouflage attributes of the original objects. With the augmentations, a fusion-based deep neural network constructed in a Siamese manner is trained to learn the shared semantic representations. Moreover, we construct a new large-scale real-world MAS data set for conducting extensive experiments. It consists of over 3000 images with various underwater scenes and objects. Each image is annotated with an object-level mask and assigned to a category. Extensive experimental results show that our method significantly outperforms 12 state-of-the-art methods both qualitatively and quantitatively.

Index Terms—Fusion, image degradation, marine animal segmentation (MAS), object camouflage, Siamese network.

I. INTRODUCTION

THE exploration of underwater environments has been an active engagement across a plethora of scientific fields, such as ocean ecology, marine geological sciences, and natural resources discovery. Recently, visually guided underwater robots and intelligent underwater monitoring systems become instrumental tools or equipment to assist these activities effectively, and many image processing algorithms have been developed to serve various purposes. However, existing solutions for conducting marine scene parsing and object segmentation are largely underexplored. In this article, it is our great interest in developing image segmentation algorithms to perform marine animal segmentation (MAS), particularly for a highly ill-conditioned underwater environment.
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Fig. 1. Four typical marine images for demonstrations. (a) and (b) Degraded into low quality. (c) and (d) Camouflaged objects.

The visual contents of underwater images are usually degraded due to the wavelength-dependent absorption and scattering effects [1], [2], [3]. As a result, images acquired in underwater environments tend to have poor visibility, low contrast, and unwanted color casts. Such severely degraded underwater images are unfavorable and incur obstacles to scene understanding and object segmentation. Challenges can be further compounded if the object of interest is camouflaged and seamlessly blended with the environment. This is often encountered in many marine animals that have been evolving themselves for survival in the underwater ecosystem [4], [5]. The similarity between marine animals and their background further increases the difficulty of accurately segmenting them from underwater scenes. For demonstration, two images with degraded image quality are shown in Fig. 1(a) and (b), and two camouflaged animals are shown in Fig. 1(c) and (d).

Related to marine animal image processing, some methods have been proposed to enhance the image quality [6], [7], [8], [9], [10], [11], [12], [13], [14]. These methods might be indirectly beneficial to the MAS task. On the other hand, camouflaged object segmentation (COS) methods [15], [16], [17] aim to identify objects that are assimilated into their surroundings. However, the current COS approaches might be sensitive to image degradation since they are specifically designed for terrestrial objects, and they do not consider the optical distortions incurred by the water.

In this article, we propose a deep marine animal segmentation network (MASNet) for robust MAS. The core idea of our method is to combine the Siamese architecture with data augmentation techniques to reduce the impact of image degradation and object camouflage. Specifically, the proposed data augmentation strategy is performed at both image and object levels to randomly change the degradation and camouflage attributes of the original image. With the augmented images, we train...
MASNet in a Siamese pipeline to force the network to learn the shared semantic features of the two inputs. We elaborately design an attention-guided cross-level fusion module to integrate multilevel features. The fusion-based architecture is helpful to aggregate low-level and high-level features for better local and global perception. We also introduce a modified receptive field block (RFB) [18], [19] to enhance the representations. Two types of loss functions are employed to guide the network training, including a task loss for segmentation and an alignment loss for better representation learning.

To the best of our knowledge, there is only one large-scale object-level labeled data set for MAS [4]. To this end, we construct a new large-scale MAS data set, which contains over 3000 real-world underwater images. We annotate an object-level mask and a related category for each image. This new data set can be used for training and evaluating MAS models.

We summarize the main contributions of this article as follows.

1) To simultaneously tackle the image degradation and the object camouflage problems in MAS, we develop a new data augmentation strategy and train the network in a Siamese fashion to encourage the model to learn shared semantic features.
2) We construct a new MAS data set that contains more than 3000 images with different underwater scenes and objects. Each image is annotated with an object-level mask and a category. This data set can be used for training and testing MAS models.
3) Extensive experiments show that the proposed method achieves state-of-the-art performance in the terms of several objective evaluation metrics on two MAS benchmark data sets.

The rest of this article is organized as follows. In Section II, we introduce related works. In Section III, we detail the proposed approach. In Section IV, we present the experimental results. Finally, Section V concludes this article. The project page of this work is available at https://github.com/zhenqifu/MASNet.

II. RELATED WORK

A. Underwater Image Degradation and Quality Enhancement

Underwater images suffer from quality degradation (e.g., contrast distortion, low visibility, and color shift) due to light absorption and scattering effects. In clean water, red light disappears first at about 5 m water depth. As the depth increases, yellow and green lights disappear subsequently. The blue light with the shortest wavelength travels the furthest distance in the water [20]. As a result, underwater images are usually dominated by green and blue colors. Apart from the wavelength-dependent light absorption, suspended particles in the water affect scene contrast and produce haze-like effects by absorbing lights. Moreover, the diversity of underwater scenes (e.g., turbid water and deep oceanic water) causes different distortion types and levels [21]. Degraded underwater images are detrimental to visual-based applications, such as object identification, detection, and segmentation. To tackle the above issues, underwater image enhancement (UIE) techniques have been proposed and become the essential preprocessing step [2]. Generally, UIE methods can be divided into three categories, i.e., model-free, model-based, and learning-based methods [3]. Model-free approaches enhance underwater images without using the physical imaging model. For example, the authors proposed a fusion-based UIE method in [6] and an improved version in [22]. Model-based methods enhance underwater images under the guidance of the degradation model with manually designed prior constraints. The image dehazing model and its variants are the most used degradation models in existing UIE methods [7], [8], [23]. Researchers also developed various prior features to improve the quality of enhanced/restored underwater images [24], [25], [26], [27]. Recently, deep learning has achieved excellent breakthroughs in various domains [28], [29], [30]. A lot of deep learning-based UIE methods have been proposed [1], [9], [10], [31], [32], [33].

B. Camouflage Object Segmentation

Camouflage object segmentation (COS) is an emerging field and attracts increasing attention in recent years. COS aims to segment objects with similar patterns to their surroundings. Traditional works on COS use hand-crafted visual features, such as color, texture, and gradient [5]. However, the techniques relying on a single feature cannot provide promising performance. Besides, owing to the limitation of hand-crafted features, these methods are only suitable for relatively simple scenarios and may fail in real-world applications. Currently, deep learning has been employed for COS by extracting deep features automatically from extensive training images, which are more generic and effective than hand-crafted features. For example, Fan et al. [5] collected a large-scale COS data set that contains 10,000 images covering camouflaged objects in various natural scenes with over 78 object categories. In addition, the authors proposed a deep-learning-based COS method based on the receptive field and partial decoder component. An improved version of [5] is presented in [34]. The network contains a texture-enhanced module, a neighbor connection decoder, and group-reversal attention to identify objects that are visually embedded in their background. Le et al. [35] constructed a COS data set called CAMO and proposed to leverage both classification and segmentation tasks to promote COS performance. Li et al. [36] leveraged the contradictory information to enhance the detection ability of both salient and camouflaged objects. Yang et al. [37] developed a COS network based on Bayesian learning and Transformer-based reasoning. Lv et al. [15] presented a ranking-based COS network, which simultaneously localized, segmented, and ranked camouflaged objects. Liu et al. [38] designed a confidence-aware network for accurate camouflage target segmentation. Pang et al. [39] proposed a mixed-scale triplet network to imitate the behavior of human beings when observing camouflaged objects. Other relevant works of COS can be found in [16] and [17].

C. Marine Animal Segmentation

Deep-learning-based object segmentation has made remarkable progress over the past few decades thanks to the advent of
deep models [29], [40] and large-scale annotated data sets [41], [42]. Various methods have been proposed for different visual tasks, such as fully convolutional network [43] for semantic segmentation and U-Net [28] for biomedical image segmentation. Despite the advancements, MAS is considerably less studied. Several important contributions have been made to address the problems of coral reef classification and segmentation [44], [45], fish detection and segmentation [46], [47], underwater semantic segmentation, and saliency prediction [48]. Recently, Li et al. [4] have constructed the first large-scale data set for MAS named MAS3K. This data set contains over 3000 images with different degradation types, such as low illumination, turbid water quality, and photographic distortion. The data set includes both camouflaged and common objects. Each image from the MAS3K data set has rich annotations, including an object-level mask, a category, object attributes, and the camouflage strategy. Based on the data set, the authors proposed a deep MAS network with an interactive feature enhancement module and a cascade decoder. The feature enhancement module aims to refine the features extracted from the backbone network. The cascade decoder receives features and predicts the segmentation result.

III. METHOD

Fig. 2 outlines the framework of our MASNet, which comprises a marine animal data augmentation (MADA) module, a Siamese segmentation network, a task loss, and an alignment loss. In the training phase, we first generate an augmented instance of each original image. Then, the two images are fed into the Siamese segmentation network yielding two predictions. A task loss is applied to supervise the segmentation. Besides, we align the two outputs to encourage the network to learn the shared semantic information. In the testing phase, we use a single branch of the Siamese segmentation network to predict the result.

A. Data Augmentation for MAS

In this article, we consider the following two obstacles in MAS. The first is the diverse degradation of underwater images.

Owing to the wavelength-dependent light scattering and absorption, underwater images usually have low quality with different appearances. For example, images captured in coastal water, deep oceanic water, and muddy water show different distortion types. Since we cannot obtain all degradation types and levels, it is challenging to segment marine animals from complex underwater environments with high accuracy and generalization performance. The second is the camouflage properties of marine animals. Body colors, patterns, and other morphological adaptations of marine animals will significantly decrease their probability of being detected and segmented by both humans and machines. In this article, we use data augmentation techniques to reduce the impact of image quality degradation and object camouflage.

To address the degradation problem, we propose an image-level augmentation strategy, which randomly perturbs the style information of each training instance in a mini-batch. Fig. 3(a) shows an example of such augmentation. Let \( x_1 \) to \( x_6 \) be six instances in a mini-batch. Note that the batch size can be arbitrary; we set 6 here as an example. Each color denotes an image style, and \( x_i \) denotes the image content. (b) Object-level random augmentation with the guidance of object masks, where only objects in the image are augmented. Animals may be no longer camouflaged after the object-level augmentation.
Image-level augmentation can be formalized as
\[ x^{s \rightarrow t} = F^{-1}(m \circ F^A(x^s) + (1 - m) \circ F^A(x^t), F^P(x^t)) \]
where \( F^{-1} \) denotes the inverse Fourier transform that maps spectral signals (phase and amplitude) back to the image space. \( m \circ F^A(x^s) + (1 - m) \circ F^A(x^t) \) refers to replacing the low-frequency part of the amplitude of the source image \( x^s \) with that of the target image \( x^t \). \( m \) is the mask to calculate the low-frequency part, whose value is zero except for the central region with the size of \( 2 \times 2 \). Finally, the augmented image \( x^{s \rightarrow t} \) has same content with \( s \) but similar style with \( t \).

Apart from the image-level augmentation, we further propose object-level augmentation to tackle the camouflage issue in MAS. As illustrated in Fig. 3(b), this operation randomly changes the appearance of camouflaged objects with the guidance of their masks. Different from the image-level augmentation that replaces style information in a mini-batch, we directly adjust objects’ color, saturation, and contrast, to discriminate them from the background or conceal them in the surroundings. Such objective-level augmentations are implemented following the recommendation of contrastive learning method [51].

Object-level augmentation can be formalized as
\[ x^t = M \circ T(x) + (1 - M) \circ x \]
where \( M \) denotes the object mask. \( T \) refers to the transform function of color, saturation, and contrast. Obviously, the augmented image \( x^t \) has the same background as the original image but different object styles.

Fig. 4 shows examples of augmented images, where we can notice that image-level augmentation focuses on the image degradation problem, and object-level augmentation concentrates on the camouflage issue. In our method, we simultaneously perform the image-level and object-level augmentation in each iteration to achieve better representation learning.

Since it is impossible to create all degradation types and levels, instead of directly training a network based on the augmented images, we combine the proposed MADA with a Siamese network. As presented in Fig. 2, we additionally employ an alignment loss to encourage the network to learn the shared semantic information. Note that, in the testing phase, we only use one branch of the Siamese network to predict the result. That means our method will not increase the computational and memory costs in the testing phase.

B. Cross-Level Fusion Network for MAS

For each branch of the Siamese network, we design a cross-level fusion pipeline to aggregate both low-level and high-level features. Fig. 5 details the overall architecture of the proposed network, which consists of a Res2Net [18] backbone (E1-E5), a feature enhancement module (RFB), and attention-induced cross-level fusion decoder.

1) Backbone and Feature Enhancement Module: We adopt Res2Net-50 [18] as the backbone to extract features at five different scales, denoted as \( E_i \) (\( i = 1, 2, \ldots, 5 \)). Rather than directly using those features for the segmentation, we leverage an RFB [18] to enhance the extracted features. The RFB is employed to expand the receptive field for capturing richer features in specific layers. We use the same settings as recommended in [18] for implementing the RFB. Fig. 6 shows the details of RBF, which includes five parallel branches \( b_k \) (\( k = 0, 1, \ldots, 4 \)). In each branch, the first convolutional layer utilizes a \( 1 \times 1 \) convolution to reduce the channel size to 64. This is followed by two layers, i.e., a \( (2k - 1) \times (2k - 1) \) convolutional layer and a \( 3 \times 5 \) convolutional layer with a specific dilation rate \( (2k - 1) \) when \( k \geq 2 \). In our implementation, we factorize the first convolution layer of size \( (2k - 1) \times (2k - 1) \) as a sequence of two steps with \( (2k - 1) \times 1 \) and \( 1 \times (2k - 1) \) kernels, speeding up the inference efficiency without decreasing the representation capabilities. The four branches \( b_k \) (\( k = 1, \ldots, 4 \)) are then concatenated and their channel size is reduced to 64 using a \( 1 \times 1 \) convolutional operation. Finally, the first branch is added, and the whole module is fed to a rectified linear unit (ReLU) activation function to obtain the enhanced feature.

2) Cross-Level Feature Fusion: After extracting feature pyramids from weakly semantic and high-resolution to strongly semantic and low-resolution, we develop an attention-guided cross-level fusion decoder to integrate the diversified features. The reasons we apply such feature pyramids are twofold:

1) There are natural differences in the shape and size among different types of marine animals. The size of similar objects may also vary greatly, due to the observation distance and their relative location to the surroundings.
2) Features at different levels have different contributions to the MAS task. Fusing features at multiple levels can complement each other to obtain a comprehensive feature expression.

The details of the cross-level fusion decoder can be found in Fig. 5. Concretely, we first add two branch features elementwisely. If the feature size is different, a bilinear upsampling operation will be first conducted. Then, with the guidance of attention, we obtain the fusion weight for each spatial position. Finally, elementwise multiplication is performed to compute integrated features. The cross-level fusion process can be formulated as

$$f_{ab} = (f_a \oplus f_b) \otimes A (f_a \oplus f_b) \quad (3)$$

where $\oplus$ denotes the elementwise add operation and $\otimes$ represents elementwise multiplication; $A$ indicates the attention function. In this article, we employ SimAM [52] to calculate the fusion weight. It optimizes an energy function to find the importance of each neuron according to some well-known neuroscience theories. In addition, SimAM is parameter-free and computationally efficient. This is important for underwater-related applications that prefer low-complexity and low-power algorithms. Note that designing novel attention methods is not our target, and a more advanced attention operator may further promote our segmentation performance. Different from most of the existing methods that only use high-level features [5], [16], we consider that both low-level and high-level features will benefit the MAS task. High-level features are more relevant to semantic information, while low-level features are location dependent and can capture rich edge information. Therefore, we utilize all five-scale features to calculate the final segmentation prediction.

C. Loss Functions

Two kinds of loss functions are designed in MASNet. The first one is the task loss for learning binary segmentation maps. Specifically, we use the binary cross-entropy (BCE) loss to independently calculate the loss of each pixel to form a pixel restriction on the network. To make up for its deficiency of ignoring the global structure, we also employ intersection over union (IoU) loss [53] to form a global restriction on the network. In summary, the segmentation loss function adopted in our network is defined as

$$\mathcal{L}_{Seg} = \mathcal{L}_{BCE}(P_1, G) + \mathcal{L}_{IoU}(P_1, G) \quad (4)$$

where $P_1$ refers to the network prediction and $G$ denotes the ground-truth mask.

The second one is the alignment loss that encourages the network to learn semantic-relevant features, which means the
model is expected to output the same predictions of the original and augmented inputs since they share the same objects. Here, we compute the mean square error between two outputs

\[ L_{\text{Align}} = L_{\text{MSE}}(P_1, P_2) \]

where \( P_1 \) and \( P_2 \) are estimations from original and augmented input, respectively. Finally, the total loss of our method is defined as

\[ L_{\text{total}} = L_{\text{Seg}} + L_{\text{Align}}. \]

D. Real-World Marine Animal Segmentation (RMAS) Data Set

Since there are limited data sets for training and testing MAS models, we construct a new data set named RMAS. The detailed information and properties of the proposed data set are as follows.

1) Image Collection and Annotation: RMAS contains 3014 real-world underwater images with different scenes and degradation types, which are mainly collected from existing underwater image processing data sets including SUIM [48], UFO [54], DeepFish [55], and URPC.\(^1\) In this article, we roughly divide those images into five classes: sea products (including starfish, sea cucumber, sea urchin, and scallop), big fish, small fish, turtle, and others. All images in RMAS are annotated at pixel level and labeled with a class. Fig. 7 shows examples of the collected images and their corresponding annotations. Note that big and small fish are classified according to their relative size in the whole image. The category of others includes shrimp, crab, jellyfish, hippocampus, and so on. Those animals are simply classified as “others” due to the limited quantity.

2) Data Set Features and Statistics: Fig. 8 reports the distribution of each category. We can observe that sea products, big fish, and small fish are the three main categories that account for 92% of the data set. To train and test MAS models, we divide the whole data set into two parts, i.e., the training set and the testing set. Table I lists the number of images in each subset. The original images collected in RMAS have different degradation types with salient or camouflaged objects. The original images are of various spatial resolutions from \( 221 \times 206 \) to \( 3840 \times 2160 \). To further explore the ability of each method in handling image degradation and object camouflage, we additionally classify the test images into three categories, i.e., high-quality, low-quality, and camouflage. Table II shows the number of images in each category. Concretely, high-quality and low-quality images are selected according to four measurements, i.e., color deviation, contrast distortion, illumination condition, and the visibility of objects. Note that, if an image has camouflaged objects, it will be divided into “camouflage” regardless of the image quality.

\(^1\)[Online]. Available: http://urpc.org.cn/
**TABLE II**

<table>
<thead>
<tr>
<th>Category</th>
<th>High-quality</th>
<th>Low-quality</th>
<th>Camouflage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>138</td>
<td>328</td>
<td>34</td>
</tr>
</tbody>
</table>

**IV. EXPERIMENTS**

In this section, we first describe the implementation details, the dataset for training and testing, evaluation metrics, and comparison methods. Then, we compare the proposed method with state-of-the-art MAS methods subjectively and objectively. Furthermore, ablation studies are conducted to analyze the effectiveness of each module in MASNet.

**A. Implementation Details**

We adopt Res2Net50 [18] pretrained on ImageNet as the network backbone. Other layers of MASNet are randomly initialized. In the training phase, the input images are resized to 352 × 352 and fed into the Siamese network to predict the segmentation mask. We utilize the Adam optimization algorithm to optimize the overall parameters by setting the initial learning rate as 1e⁻⁴. The batch size is set to 16. All the experiments are conducted on a server with Python 3.7, PyTorch 1.7.1, and Nvidia 3080 Ti GPUs. In the testing phase, we use a single branch of the Siamese network to calculate the prediction. Specifically, the image is first resized to 352 × 352 for model inference, and then, the prediction is resized back to the original size of the input image. Note that both resizing processes use bilinear interpolation.

**B. Data Sets**

We conduct experiments on two benchmark data sets. The details of each data set are as follows.

1) **MAS3K** [4]: This data set contains a total of 3103 images with seven superclasses, i.e., mammals, reptile, marine fish, arthropod, coelenterate, mollusc, and others. Object-level annotations are provided. According to the original settings in MAS3K, we use 1769 images for training and 1141 images for testing.

2) **RMAS**: The data set consists of 3014 images with five superclasses, i.e., sea products, big fish, small fish, turtle, and others. We divide the whole data set into two parts, i.e., the training set (2514 images) and the testing set (500 images). Each image is annotated with an object-level mask and a category.

**C. Competing Methods**

We compare the proposed method with 12 state-of-the-art methods, including UNet++ [56], BASNet [53], PFANet [57], SCRNet [58], U² Net [59], SINet [5], PFNet [17], RankNet [15], C² FNet [16], ECDNet [4], OCENet [38], and ZoomNet [39]. Among them, BASNet, PFANet, SCRNet, and U² Net are salient object segmentation methods. SINet, PFNet, RankNet, C² FNet, OCENet, and ZoomNet are COS approaches. UNet++ is originally designed for medical image segmentation. ECDNet is a recently proposed MAS method. For fair comparisons, we retrain the above methods using default implementations provided by the authors. Note that we directly use the original results of ECDNet for comparison since there are no publicly released implementations.

**D. Evaluation Metrics**

To comprehensively compare our method with other state-of-the-art approaches, we utilize five popular metrics to evaluate the segmentation performance, i.e., mean intersection over union (mIoU), S-measure ($S_α$) [60], weighted F-measure ($F^w_β$) [61], E-measure ($mE_α$) [62], and mean absolute error (MAE). Among them, mIoU calculates the average of the intersection between a prediction and ground truth divided by their union. $S_α$ measures the object-aware and region-aware structure similarities between a prediction and ground truth. $F^w_β$ calculates the weighted precision and weighted recall to measure the overall performance synthetically. $mE_α$ is based on the human visual perception to evaluate the global and local accuracy. MAE is a widely used metric that evaluates the pixel-level error between the normalized prediction and ground truth. Apart from evaluating the segmentation accuracy, we adopt model parameters and floating-point operations (FLOPs) (i.e., floating-point multiplication-adds [29]) to measure the computational complexity.

**E. Performance Comparison**

1) **Overall Performance**: Table III summarizes the quantitative results of different methods on two benchmark data sets. We can observe that the proposed method obtains better performance than previous methods according to five objective metrics. Specifically, compared with the recently proposed MAS method (ECDNet) on MAS3K, our approach significantly improves the segmentation performance. Among all methods, C² FNet and ZoomNet achieve relatively good results. The reason may lie in that C² FNet and ZoomNet can capture richer global context information from multiscale features and scale integration, respectively.

2) **Performance on Each Category**: Table III lists the average performance on the whole data set. To further understand the effectiveness of each method, Table IV reports the segmentation performance of each category. Note that, although MASK has seven classes, no image belongs to the “others” category in the testing set. From Table IV, one can find that, on the whole, MASNet and ZoomNet outperform other approaches. The proposed method is good at segmenting marine fish, especially the small fish in RMAS. Besides, no method can obtain the best performance in all categories, and there is a large room to promote the MAS performance.

3) **Performance on High-Quality, Low-Quality, and Camouflage Images**: The RMAS testing set is divided into three classes to study the effectiveness of each method in handling image degradation and object camouflage. Table V reports the model performance on those three classes. From the table, we can make the following observations.
TABLE III
QUANTITATIVE COMPARISON WITH STATE-OF-THE-ART METHODS ON MAS3K AND RMAS DATA SETS ACCORDING TO FIVE MEASUREMENTS

| Method       | Year | MASE3K mIoU↑ | S∩U↑ | S∩E↑ | ME↑ | MAE↑ | RMAS mIoU↑ | S∩U↑ | S∩E↑ | ME↑ | MAE↑ |
|--------------|------|--------------|------|------|-----|------|------------|------|------|-----|------|-----|
| UNet++ [56]  | 2018 | 0.506        | 0.726| 0.552| 0.790| 0.083| 0.558      | 0.763| 0.644| 0.835| 0.046|
| BASNet [53]  | 2019 | 0.677        | 0.826| 0.724| 0.862| 0.046| 0.707      | 0.847| 0.771| 0.907| 0.032|
| PPAFNet [37] | 2019 | 0.405        | 0.690| 0.471| 0.768| 0.086| 0.556      | 0.767| 0.582| 0.810| 0.051|
| SCRNet [58]  | 2019 | 0.693        | 0.839| 0.730| 0.869| 0.041| 0.695      | 0.842| 0.731| 0.878| 0.030|
| U^2Net [59]  | 2020 | 0.654        | 0.812| 0.711| 0.851| 0.047| 0.676      | 0.830| 0.762| 0.904| 0.029|
| Sinet [5]    | 2020 | 0.658        | 0.820| 0.725| 0.884| 0.039| 0.684      | 0.835| 0.780| 0.908| 0.025|
| PPNNet [17]  | 2021 | 0.695        | 0.839| 0.746| 0.890| 0.039| 0.694      | 0.843| 0.771| 0.922| 0.026|
| RankNet [15] | 2021 | 0.658        | 0.812| 0.722| 0.867| 0.043| 0.704      | 0.846| 0.772| 0.927| 0.026|
| C^2FNet [16] | 2021 | 0.717        | 0.851| 0.761| 0.894| 0.038| 0.721      | 0.858| 0.788| 0.923| 0.026|
| ECDNet [6]   | 2021 | 0.711        | 0.850| 0.766| 0.901| 0.036| –         | –     | –     | –     | –     |
| OCENet [38]  | 2022 | 0.667        | 0.824| 0.703| 0.868| 0.052| 0.680      | 0.836| 0.752| 0.900| 0.030|
| ZoomNet [39] | 2022 | 0.736        | 0.862| 0.780| 0.898| 0.032| 0.728      | 0.855| 0.795| 0.915| 0.022|
| MASNet       | 2022 | 0.742        | 0.864| 0.788| 0.906| 0.032| 0.731      | 0.862| 0.801| 0.920| 0.024|

TABLE IV
QUANTITATIVE COMPARISON (mIoU) ON EACH CLASS

<table>
<thead>
<tr>
<th>Method</th>
<th>MASE3K</th>
<th>RMAS</th>
<th>MASE3K</th>
<th>RMAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mammals</td>
<td>Reptile</td>
<td>Marine fish</td>
<td>Arthropod</td>
</tr>
<tr>
<td>UNet++ [56]</td>
<td>0.559</td>
<td>0.584</td>
<td>0.486</td>
<td>0.408</td>
</tr>
<tr>
<td>BASNet [53]</td>
<td>0.788</td>
<td>0.759</td>
<td>0.667</td>
<td>0.497</td>
</tr>
<tr>
<td>PPAFNet [37]</td>
<td>0.480</td>
<td>0.517</td>
<td>0.386</td>
<td>0.314</td>
</tr>
<tr>
<td>SCRNet [58]</td>
<td>0.782</td>
<td>0.801</td>
<td>0.679</td>
<td>0.536</td>
</tr>
<tr>
<td>U^2Net [59]</td>
<td>0.731</td>
<td>0.739</td>
<td>0.644</td>
<td>0.493</td>
</tr>
<tr>
<td>Sinet [5]</td>
<td>0.764</td>
<td>0.786</td>
<td>0.640</td>
<td>0.465</td>
</tr>
<tr>
<td>PPNNet [17]</td>
<td>0.801</td>
<td>0.815</td>
<td>0.677</td>
<td>0.516</td>
</tr>
<tr>
<td>RankNet [15]</td>
<td>0.790</td>
<td>0.787</td>
<td>0.642</td>
<td>0.447</td>
</tr>
<tr>
<td>C^2FNet [16]</td>
<td>0.783</td>
<td>0.819</td>
<td>0.707</td>
<td>0.563</td>
</tr>
<tr>
<td>ECDNet [6]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>OCENet [38]</td>
<td>0.768</td>
<td>0.794</td>
<td>0.645</td>
<td>0.494</td>
</tr>
<tr>
<td>ZoomNet [39]</td>
<td>0.829</td>
<td>0.840</td>
<td>0.724</td>
<td>0.570</td>
</tr>
<tr>
<td>MASNet</td>
<td>0.822</td>
<td>0.825</td>
<td>0.733</td>
<td>0.569</td>
</tr>
</tbody>
</table>

a) High-quality image set achieves comparatively higher performance. This is reasonable since it is easy to segment objects with a clear appearance and texture.

b) Degraded underwater images and camouflaged objects are unfavorable for segmentation due to their poor visibility and low contrast, especially for camouflaged objects that achieve the worst performance.

c) Compared with other methods, MASNet can better handle the degraded image, meanwhile having a competitive performance on high-quality and camouflage sets.

4) Computational Complexity: Table VI reports the model parameters and FLOPs. From the table, we can observe that the proposed method is relatively lightweight compared with the recently proposed deep-learning-based methods, such as ZoomNet and OCENet. Although UNet++ and C² FNet obtain the lowest parameters and FLOPs, respectively, their segmentation performance is inferior to our method. Table VI demonstrates that the proposed approach can better balance the computational complexity and segmentation performance.

5) Qualitative Evaluation: Fig. 9 shows the subjective comparison of MASNet with the others. It can be seen that MASNet is capable of accurately segmenting marine animals in diverse degraded underwater scenes. MASNet can achieve better visual results by detecting more accurate and complete objects with rich details. Moreover, MASNet also can infer the camouflaged objects concealed in different environments more accurately. This is mainly because our Siamese network with the MADA module can effectively reduce the impact of image degradation and object camouflage. In contrast, the state-of-the-art methods do not take the degradation and camouflage issues into account simultaneously, which will cause incorrect estimations.

F. Ablation Studies
We further conduct ablation studies to analyze the influence of the data augmentation, cross-level fusion strategy, and the feature enhancement module.
Fig. 9. Visual comparison of the proposed approach with several state-of-the-art methods on the MAS3K and RMAS data sets. The first five images are selected from MAS3K and the last three are from RMAS.

TABLE V

<table>
<thead>
<tr>
<th>Method</th>
<th>High-quality</th>
<th>Low-quality</th>
<th>Camouflage</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNet++ [56]</td>
<td>0.635</td>
<td>0.553</td>
<td>0.293</td>
</tr>
<tr>
<td>BASNet [53]</td>
<td>0.778</td>
<td>0.697</td>
<td>0.518</td>
</tr>
<tr>
<td>PFANet [57]</td>
<td>0.659</td>
<td>0.534</td>
<td>0.357</td>
</tr>
<tr>
<td>SCRN [58]</td>
<td>0.776</td>
<td>0.676</td>
<td>0.545</td>
</tr>
<tr>
<td>U2Net [59]</td>
<td>0.770</td>
<td>0.650</td>
<td>0.542</td>
</tr>
<tr>
<td>SIENet [5]</td>
<td>0.755</td>
<td>0.655</td>
<td>0.595</td>
</tr>
<tr>
<td>PFNet [17]</td>
<td>0.775</td>
<td>0.672</td>
<td>0.572</td>
</tr>
<tr>
<td>RankNet [15]</td>
<td>0.776</td>
<td>0.684</td>
<td>0.601</td>
</tr>
<tr>
<td>C2FNet [16]</td>
<td>0.797</td>
<td>0.698</td>
<td><strong>0.630</strong></td>
</tr>
<tr>
<td>ECDNet [4]</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>OCENet [38]</td>
<td>0.757</td>
<td>0.661</td>
<td>0.551</td>
</tr>
<tr>
<td>ZoomNet [39]</td>
<td>0.817</td>
<td>0.703</td>
<td>0.606</td>
</tr>
<tr>
<td>MASNet</td>
<td><strong>0.812</strong></td>
<td><strong>0.710</strong></td>
<td><strong>0.611</strong></td>
</tr>
</tbody>
</table>

1) Effectiveness of Data Augmentation: MASNet is trained based on the Siamese network with image-level and object-level augmentations. A task loss and an alignment loss are employed to learn degradation and camouflage irrelevant representations. Here, we conduct experiments to investigate the effectiveness of such a training strategy. We have tried the following two variations over the original MASNet.

a) Setting A: Directly training the network with original images (i.e., without MADA and the alignment loss).

b) Setting B: Directly training the network with MADA (i.e., without the alignment loss).

Experimental results are listed in Table VII. We can observe that applying the proposed data augmentation technique and the training strategy can boost the segmentation performance. In the table, we find that Setting B obtains the worst results. The reason may be that directly using MADA for training has a risk...
Table VII: Ablation Experiments of the Data Augmentation

<table>
<thead>
<tr>
<th>Method</th>
<th>$mIoU$ $\uparrow$</th>
<th>$S_o$ $\uparrow$</th>
<th>$F_p^w$ $\uparrow$</th>
<th>$mE_o$ $\uparrow$</th>
<th>MAE $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setting A</td>
<td>0.733</td>
<td>0.857</td>
<td>0.780</td>
<td>0.901</td>
<td>0.034</td>
</tr>
<tr>
<td>Setting B</td>
<td>0.689</td>
<td>0.832</td>
<td>0.735</td>
<td>0.876</td>
<td>0.044</td>
</tr>
<tr>
<td>MASNet</td>
<td>0.742</td>
<td>0.864</td>
<td>0.788</td>
<td>0.906</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Table VIII: Ablation Experiments of the Cross-Level Fusion

<table>
<thead>
<tr>
<th>Method</th>
<th>MAS3K $mIoU$ $\uparrow$</th>
<th>$S_o$ $\uparrow$</th>
<th>$F_p^w$ $\uparrow$</th>
<th>$mE_o$ $\uparrow$</th>
<th>MAE $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E5</td>
<td>0.677</td>
<td>0.835</td>
<td>0.725</td>
<td>0.894</td>
<td>0.041</td>
</tr>
<tr>
<td>E5+E4+E3</td>
<td>0.732</td>
<td>0.858</td>
<td>0.776</td>
<td>0.904</td>
<td>0.035</td>
</tr>
<tr>
<td>E5+E4+E3+E2+E1</td>
<td>0.742</td>
<td>0.864</td>
<td>0.788</td>
<td>0.906</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Table IX: Ablation Experiments of the Feature Enhancement

<table>
<thead>
<tr>
<th>Method</th>
<th>MAS3K $mIoU$ $\uparrow$</th>
<th>$S_o$ $\uparrow$</th>
<th>$F_p^w$ $\uparrow$</th>
<th>$mE_o$ $\uparrow$</th>
<th>MAE $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MASNet w/o RFB</td>
<td>0.732</td>
<td>0.859</td>
<td>0.778</td>
<td>0.899</td>
<td>0.033</td>
</tr>
<tr>
<td>MASNet</td>
<td>0.742</td>
<td>0.864</td>
<td>0.788</td>
<td>0.906</td>
<td>0.032</td>
</tr>
</tbody>
</table>

G. Limitations and Discussions

In this article, we propose MASNet for MAS. Although our method achieves promising results compared with existing methods, it still has some limitations.

1) Owing to the complex and diverse underwater environments, MASNet fails to handle some specific cases. We show two failure cases in Fig. 10. One can observe that it is difficult to segment objects with high camouflage attributes or animals in poor-quality images with complex shapes. Thus, tremendous efforts are highly demanded, and there exists a large room to promote the accuracy and robustness of MAS.

2) Existing object segmentation methods typically capture rich representations from deep convolutional neural networks (e.g., ResNet [29]) pretrained on large-scale data sets (e.g., ImageNet [63]). Despite the effectiveness, their application is constrained by the model size, computing power, and storage memory, especially for underwater scenarios. Therefore, lightweight models are required to deal with the limited computing and storage resource in specific underwater mobile devices.

V. Conclusion

In this article, we developed a new learning-based method for MAS considering both the image degradation and object camouflage properties. We proposed to combine data augmentation techniques with the Siamese network for the better segmentation of camouflaged and degraded marine objects. For each branch of the Siamese network, we elaborately designed a fusion-based structure to predict a high-quality segmentation map. In addition, we constructed a new data set as a supplement to existing benchmarks. The proposed data set can be used for training and evaluating MAS models. Experimental results on two MAS data sets showed that the proposed method outperforms state-of-the-art approaches significantly. In the future, we plan to develop lightweight models for accurate and real-time MAS.
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