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ABSTRACT
Pan-sharpening aims to utilize the high-resolution panchromatic
(PAN) image as a guidance to super-resolve the spatial resolution
of the low-resolution multispectral (MS) image. The key challenge
in pan-sharpening is how to effectively and precisely inject high-
frequency edges and textures from the PAN image into the low-
resolution MS image. To address this issue, we propose a High-
frequency Feature Enhancement and Alignment Network (HFEAN)
for effectively encouraging the high-frequency learning. To imple-
ment it, three core designs are customized: a Fourier convolution
based efficient feature enhancement module (FEM), an implicit neu-
ral alignment module (INA), and a preliminary alignment module
(Pre-align). To be specific, FEM employs the fast Fourier convolu-
tion with attention mechanism to achieve the mixed global-local
receptive field on each scale of the high-frequency domain, thus
yielding the informative latent codes. INA leverages implicit neural
function to precisely align the latent codes from different scales
in the continuous domain. In this way, the high frequency signals
at different scales are represented as functions of continuous coor-
dinates, enabling a precise feature alignment in a resolution-free
manner. Pre-align is developed to further address the inherent mis-
alignment between PAN and MS pairs. Extensive experiments over
multiple satellite datasets validate the effectiveness of the proposed
network and demonstrate its favorable performance against the
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existing state-of-the-art methods both visually and quantitatively.
Code is available at: https://github.com/Gracewangyy/HFEAN.
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1 INTRODUCTION
Satellite images are widely used in military, environmental surveil-
lance, and mapping systems. However, due to technological and
physical limitations, it is challenging for imaging devices to cap-
ture both high-spatial resolution and multi-spectral images at the
same time. To address this issue, pan-sharpening has emerged as
an important technology that combines the complementary infor-
mation between the high-spatial resolution (PAN) image and the
multispectral (MS) image to generate the desirable high-spectral
and high-spatial resolution (HRMS) image.

In the past few decades, a variety of classic pan-sharpening
techniques have been proposed, which can be broadly categorized
into three groups: component substitution (CS) [6, 16, 22], multi-
resolution analysis (MRA) [28, 35], and variational optimization
(VO) [2, 20]. Although traditional methods have produced satis-
factory outcomes, they still encounter challenges in accurately
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restoring spatial and spectral details in HRMS images. This limi-
tation can be attributed to their dependence on manually crafted
features and inadequate modeling of prior knowledge. With the
advancement of deep learning techniques, convolutional neural
networks (CNNs) have been increasingly applied in pan-sharpening
due to their highly nonlinear mapping capability [4, 39, 43]. Masi
et al. [29] built the Pan-sharpening Neural Network (PNN) model
based on a three-layer CNN, which achieved significantly better
results in terms of spatial and spectral feature fidelity than tradi-
tional methods and became a benchmark for deep learning based
pan-sharpening. Since then, a significant amount of complicated
and deeper models have been proposed to enhance the mapping
capability of pan-sharpening, including PanNet [44], LHFNet [53],
NormNet [54], Panformer [51], MutNet [58], SFIIN [55] and so on.

Pan-sharpening aims to improve the spatial resolution of the MS
image by leveraging the PAN image as a guidance. The key chal-
lenge is how to effectively and precisely inject the high-frequency
edges and textures from the PAN image into the low-resolution
MS image. Efficient feature extraction, enhancement, and precise
alignment are crucial for achieving successful pan-sharpening. To
accurately represent the high-frequency information, which in-
cludes edges and intricate details, both global and local features
must be captured. However, most current pan-sharpening meth-
ods only rely on convolutional encoders with limited receptive
fields for high-frequency feature extraction, neglecting to fully in-
vestigate the long-range dependencies of high-frequency features.
Additionally, precise alignment is vital for seamlessly integrating
high-frequency information into the MS image. Unfortunately, the
resolution difference between PAN and MS image pairs can inher-
ently cause misalignment. Moreover, the various localizations of
high-frequency information extracted through multi-scale Gauss-
ian kernels will further intensify the misalignment issue in pan-
sharpening. Despite these challenges, many deep learning-based
pan-sharpening methods solely rely on ground truth as a constraint
to implicitly address these misalignment issues, without explicitly
exploring the alignment function.

In this paper, we propose a novel pan-sharpening framework
that explicitly addresses the misalignment issues and effectively ex-
tracts and enhances high-frequency features. Our network consists
of three core designs: an efficient high-frequency feature extrac-
tion and enhancement module (FEM), an implicit neural alignment
module (INA), and a preliminary alignment module (Pre-align).
Specifically, FEM employs the fast Fourier convolution with atten-
tion mechanism to obtain the mixed global-local receptive field
on the high-frequency information extracted via each scale Gauss-
ian kernel. The interaction between global and local features can
enhance the feature representation, leading to more accurate extrac-
tion of high-frequency information. This effective feature extraction
and enhancement process enables the generation of informative
latent codes. INA leverages implicit neural functions to precisely
align latent codes across different scales in the continuous domain.
By utilizing implicit neural representations, feature values can be
queried at any resolution, enabling efficient and accurate aggre-
gation of high-frequency features across scales. By representing
high-frequency signals at different scales as functions of contin-
uous coordinates, INA facilitates precise alignment of features in
a resolution-free manner. Moreover, we introduce the Pre-align

module to address the inherent resolution mismatch between PAN
and MS modalities. This module is a trainable upsampling operator,
which is more effective than traditional fixed bilinear or bicubic
interpolations in resolving the misalignment issues.

In summary, the contributions of this work are as follows:
• We propose a novel pan-sharpening framework to explicitly
address the misalignment issues in pan-sharpening. To the
best of our knowledge, this is the first attempt to explore the
precise alignment in pan-sharpening.

• We design a fast Fourier convolution based module with at-
tention mechanism dedicated for pan-sharpening tasks. This
module achieves the mixed global-local receptive field on
each scale of the high-frequency domain, enhancing feature
representation and resulting in more accurate extraction of
high-frequency information.

• We introduce an implicit neural alignment module to pre-
cisely align multi-scale high-frequency features in the con-
tinuous domain via implicit neural representation.

• To further address the inherent misalignment between PAN
and MS pairs, we develop a preliminary alignment module
in a simple yet effective manner.

2 RELATEDWORK
2.1 Traditional Pan-sharpening
Traditional pan-sharpening methods can be mainly classified into
three categories: CS [6, 16, 22], MRA [28, 35], and VO [2, 20]. The
CS approach was first proposed by Chavez [22] to improve the
spatial resolution by projecting spatial information from MS im-
ages into a transform domain and replacing it with corresponding
information from PAN images. Although this technique yielded
satisfactory spatial feature fidelity, it still caused some loss of spec-
tral feature information. To mitigate the issue of spectral distortion,
MRA employed multi-resolution decomposition techniques like
Laplacian pyramid [35] and decimated wavelet transform [28] to
extract spatial information from the PAN images and incorporate
it into the upsampled MS images. This method reduced spectral
distortion compared to the CS approach, but may resulted in higher
distortion of the spatial features. The VO-based method utilized
prior knowledge to reasonably constrain the model and achieved fi-
nal panchromatic sharpening results through an efficient algorithm
with typical schemes including P+XS [2] and PHLP [20]. Although
the VO method provided superior spatial and spectral feature fi-
delity, its computational speed was significantly reduced. In general,
traditional pan-sharpening methods heavily relied on manually de-
signed features [8, 15, 34] , which often led to degradation in results
due to the lack of sufficient priors [14].

2.2 Deep learning based methods
Due to the powerful capabilities of deep neural networks (DNN)
in nonlinear fitting and feature extraction, an increasing num-
ber of DNN-based methods have been applied in various ar-
eas, such as image restoration [9–11, 45–47] and pan-sharpening
[17, 41, 52, 56, 57, 59]. Masi et al. [29] first introduced a simple three-
layer CNN structure called PNN for multi-spectral pan-sharpening
learning. This model achieved excellent fusion results and became
a benchmark method for deep learning-based pan-sharpening tasks.
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Figure 1: The overall framework of the proposed network, which consists of three main modules: 1) Preliminary Alignment
Module (Pre-align). 2) Feature Enhancement Module (FEM). 3) Implicit Neural Alignment Module (INA).

Yuan et al. [48] put forward MSDCNN, which addressed the multi-
scale problem by incorporating multi-scale modules into the net-
work to boost its performance. Li et al. [24] introduced SIPSA-Net,
an alignment-aware network that was the first method to tackle the
challenge of significant misalignment in moving object regions in
pan-sharpening. To facilitate joint feature learning across the PAN
and MS modalities, Zhou et al. [51] proposed a custom transformer
architecture and an information-lossless invertible neural module,
enabling the modeling of long-range dependencies and effective
feature fusion in pan-sharpening. Additionally, Zhou et al. [54]
introduced a normalization-based feature selection and restitution
mechanism to accurately select consistent features and propagate
them, while effectively handling inconsistent ones between PAN
and MS modalities. This mechanism can filter out inconsistent fea-
tures while promoting the learning of consistent ones. To explore
the potential solution of pan-sharpening in both spatial and fre-
quency domains, Zhou et al. [55] introduced the Spatial-Frequency
Information Integration Network (SFIIN) as a means of integrating
global and local information from the two modalities of PAN and
MS images, which significantly improved the performance.

2.3 Implicit Neural Representation
Implicit Neural Representation (INR) is an innovative research field
that challenges the traditional approach of discretely representing
signals. Instead of relying on discrete grids of pixels for images, or
using voxels, point clouds and meshes for representing 3D shapes
[26, 27, 42], INR employs continuous functions to map the input
domain of the signal (such as pixel coordinates in an image) to
a representation of color, occupancy, or density at that precise
input location. Chan et al. [7] utilized a neural representation with
periodic activation functions and volume rendering to depict the
scene as a radial field that aligned with the viewpoint. Park et al.
introduced DeepSDF [31] for learning a set of continuous signed
distance functions to represent shapes. Mildenhall et al. put forward
NeRF [30], a versatile approach for synthesizing new perspectives of
complex scenes. Chen et al. [12] was motivated by the achievements
of INR in 3D reconstruction and proposed to integrate local latent
codes into INR as a means of restoring intricate details in natural

and complex images for super-resolution tasks. Besides, INR was
also considered as a promising approach for achieving accurate
feature alignment in image segmentation [18, 33]. Motivated by
this, we employ the implicit neural representation to precisely align
multi-scale high-frequency features in the continuous domain.

3 METHODS
The overall framework is clearly presented in Figure 1, which con-
sists of three modules: 1) Preliminary AlignmentModule (Pre-align).
2) Feature Enhancement Module (FEM). 3) Implicit Neural Align-
ment Module (INA). The details are illustrated as below.

3.1 Preliminary Alignment Module (Pre-align)
Pan-sharpening aims to fuse the complementary information be-
tween the MS image (𝑀𝑆 ∈ 𝑅𝐻/𝑟×𝑊 /𝑟×𝐶 ) and the PAN image
(𝑃 ∈ 𝑅𝐻×𝑊 ×1) to generate the desirable high spatial resolution MS
image (𝐻𝑀𝑆 ∈ 𝑅𝐻×𝑊 ×𝐶 ).𝐻 and𝑊 represent the height and width
of the image, 𝐶 refers to spectral bands, and the ratio 𝑟 is equal
to 4. One of the main difficulties in pan-sharpening is the inher-
ent misalignment between PAN and MS image pairs, which often
leads to artifacts and blurring in output HRMS images. Existing ap-
proaches usually upscale the input MS image via bilinear or bicubic
interpolation before fusing it with the corresponding PAN image.
However, this kind of fixed interpolations are insufficient for effec-
tively resolving the misalignment problem. To address this issue, we
propose a preliminary alignment module to ensure the alignment
between the PAN and MS pairs. Specifically, given the MS image
(𝑀𝑆 ∈ 𝑅𝐻/𝑟×𝑊 /𝑟×𝐶 ) , our method firstly applies a 3×3 convolution
to obtain the MS shallow feature 𝐹𝑀𝑆 ∈ 𝑅𝐻/𝑟×𝑊 /𝑟×𝐶 ·𝑟 2

𝐹𝑀𝑆 = 𝐶𝑜𝑛𝑣3×3 (𝑀𝑆). (1)

Then we employ a trainable periodic shuffling operator PS to
convert the shallow feature 𝐹𝑀𝑆 into the upscaled feature 𝐹

𝑀𝑆
∈

𝑅𝐻×𝑊 ×𝐶 . This operator enables the generation of adaptively up-
sampled 𝐹

𝑀𝑆
according to the PAN image

𝐹
𝑀𝑆

= PS (𝐹𝑀𝑆 ) . (2)
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3.2 High-frequency Feature Enhancement and
Alignment

Multi-scale high-frequency feature extraction. To extract the
high-frequency information, we employ a low-pass Gaussian filter,
which is subsequently subtracted from the input signal to yield the
high-frequency component, the Gaussian filter is denoted as below

G(x, y) = 1
2𝜋𝜎2

e−
x2+y2
2𝜎2 , (3)

where (x, y) is the 2D image-level coordinates.
To obtain accurate high-frequency information, relying on a

single-scale filter is insufficient. A small kernel size Gaussian filter
is suitable for capturing finer details and textures, while a larger
kernel size Gaussian filter is more effective in preserving the overall
structure and producing a smoother output. Therefore, we adopt
multi-scale high-frequency feature extraction approach to capture
the complementary high-frequency information. After the prelimi-
nary alignment, the adaptively upsampled MS feature 𝐹

𝑀𝑆
and the

PAN image are concatenated as (𝐼𝑐𝑎𝑡 ∈ 𝑅𝐻×𝑊 ×(𝐶+1) ) and then sub-
tract the results from three different scale Gaussian filters G(x, y)
with kernel sizes of 5, 27 and 41, respectively, to derive the high-
frequency component 𝐼 (𝑖 )

ℎ𝑝

𝐼
(𝑖 )
ℎ𝑝

= 𝐼
(𝑖 )
𝑐𝑎𝑡 − G

(
𝑥
𝐼
(𝑖 )
𝑐𝑎𝑡

, 𝑦
𝐼
(𝑖 )
𝑐𝑎𝑡

)
𝑖∈{0,1,2}

, (4)

where 𝑖 is the scale index of the Gaussian filter.
Following, a gated convolution encoder Hornet [32] is utilized

to facilitate efficient feature interaction and fusion. Suppose that
the joint high frequency component of PAN and MS are denoted as
𝐼
(𝑖 )
ℎ𝑝

∈ 𝑅𝐻×𝑊 ×(𝐶+1) , the expression can be simplified as follows

𝐹
(𝑖 )
ℎ𝑝

= 𝐸
(𝑖 )
𝜓

(
𝐼
(𝑖 )
ℎ𝑝

)
, (5)

where 𝐸 (𝑖 )
𝜓

denotes the encoder, 𝐹 (𝑖 )
ℎ𝑝

∈ 𝑅𝐻×𝑊 ×𝐶 denotes the out-
put high-frequency feature on each scale.

Feature Enhancement Module (FEM). The spectral convolu-
tion theorem in Fourier theory reveals that updating a point in the
spectral domain has a global impact on all input features involved
in the Fourier transform. This insight can be leveraged to achieve
the global receptive field. Inspired by FFC [13], we design a fast
Fourier convolution module with attention mechanism dedicated
for pan-sharpening tasks.

The architecture of the FEM module is presented in Figure 2. To
enhance the localization of high-frequency features and improve the
feature extraction, we integrate RCAB attention mechanism [50] at
both the beginning and the end of the FEM module. Subsequently,
we split the high-frequency features 𝐹 (𝑖 )

ℎ𝑝
∈ 𝑅𝐻×𝑊 ×𝐶 along the

dimension of feature channels to generate the global and local
features respectively, with split ratio of 0.5. The global part 𝐹 (𝑖 )

𝑔 ∈
𝑅𝐻×𝑊 ×𝐶

2 is designed to capture long-range context, while the local
part 𝐹 (𝑖 )

𝑙
∈ 𝑅𝐻×𝑊 ×𝐶

2 is expected to learn the local details

𝐹
(𝑖 )
ℎ𝑝−𝑟𝑐𝑎𝑏

= 𝑅𝐶𝐴𝐵

(
𝐹
(𝑖 )
ℎ𝑝

)
,

𝐹
(𝑖 )
𝑔 , 𝐹

(𝑖 )
𝑙

= split
(
𝐹
(𝑖 )
ℎ𝑝−𝑟𝑐𝑎𝑏

)
.

(6)

Figure 2: The architecture of the Feature Enhancement Mod-
ule (FEM), with global-global, global-local, local-global and
local-local four branches.

To effectively extract multimodal PAN and MS high-frequency fea-
tures, we simultaneously leverage spatial and spectral information
to achieve mixed receptive fields. The FEM module consists of four
branches. The local-to-local branch captures small-scale informa-
tion using a 3 × 3 convolution operation, the local-to-global branch
leverages a non-local attention mechanism [5], the global-to-local
branch employs a 3 × 3 convolution operation, and the global-to-
global branch utilizes spectral transform. The procedures can be
described as follows

𝑓
𝑔→𝑔

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑔

)
= ST

(
𝐹
(𝑖 )
𝑔

)
,

𝑓
𝑔→𝑙

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑔

)
= Conv𝑔→𝑙

3×3

(
𝐹
(𝑖 )
𝑔

)
,

𝑓
𝑙→𝑔

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑙

)
= NL

(
Conv𝑙→𝑔

1×1

(
𝐹
(𝑖 )
𝑙

))
,

𝑓 𝑙→𝑙
𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑙

)
= Conv𝑙→𝑙

3×3
(
𝐹
(𝑖 )
𝑙

)
,

(7)

whereNL and ST denote the non-local attention and the spectral
transform respectively.

The goal of the spectral transform ST is to efficiently enlarge
the receptive field of the convolution to the full resolution of the
input feature maps. We first adopt 2D Fast Fourier Transform (FFT)
to transform global spatial features into spectral domain

A
(
𝐹
(𝑖 )
𝑔

)
,P

(
𝐹
(𝑖 )
𝑔

)
= F

(
𝐹
(𝑖 )
𝑔

)
, (8)

where A(·) and P(·) indicate the amplitude and phase. Then, we
use two groups of operations, OA(·) and OP(·), which consist of
1× 1 convolution and ReLU activation function, respectively. These
operations are applied to the corresponding amplitude and phase
components, providing the enhanced global feature representation

A(𝐹 (𝑖 )
𝑔 ) = OA

(
A

(
𝐹
(𝑖 )
𝑔

))
,

P(𝐹 (𝑖 )
𝑔 ) = OP

(
P

(
𝐹
(𝑖 )
𝑔

))
.

(9)

Next, we apply the inverse DFT to transform the amplitude and
phase components of A(𝐹𝑔) and P(𝐹𝑔) back to the spatial domain

𝐹
(𝑖 )
𝑔−𝑠𝑡

= 𝐹−1 (A(𝐹 (𝑖 )
𝑔 ),P(𝐹 (𝑖 )

𝑔 )) . (10)

By summing up the global-to-global and local-to-global branches,
we obtain the global feature 𝑌 (𝑖 )

𝑔 ∈ 𝑅𝐻×𝑊 ×𝐶
2 . Similarly, we can
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also get the local feature 𝑌 (𝑖 )
𝑙

∈ 𝑅𝐻×𝑊 ×𝐶
2

𝑌
(𝑖 )
𝑔 = 𝑓

𝑙→𝑔

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑙

)
+ 𝑓

𝑔→𝑔

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑔

)
,

= 𝑓
𝑙→𝑔

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑙

)
+ 𝐹

(𝑖 )
𝑔−𝑠𝑡 ,

(11)

𝑌
(𝑖 )
𝑙

= 𝑓 𝑙→𝑙
𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑙

)
+ 𝑓

𝑔→𝑙

𝐹𝐸𝑀

(
𝐹
(𝑖 )
𝑔

)
. (12)

Afterwards, the global and local features are concatenated to pro-
duce the enhanced high-frequency feature 𝐹 (𝑖 )

𝐹𝐸𝑀

𝐹
(𝑖 )
𝐹𝐸𝑀

= Cat
(
𝑌
(𝑖 )
𝑔 , 𝑌

(𝑖 )
𝑙

)
. (13)

The FEM module is able to obtain the mixed global-local receptive
field on each scale of the high-frequency domain, enhancing feature
representation and resulting in more accurate feature extraction.
For better feature enhancement, two FEMmodules are implemented
sequentially on each scale to generate the final features.

Implicit Neural Alignment Module (INA). To precisely inject
the high-frequency features from the PAN image into the low-
resolution MS image, accurate localization is essential. One of the
main challenges in aggregating multi-scale high-frequency features
arises from their different localization due to various Gaussian
kernel sizes. A smaller kernel size is preferable for capturing finer
details with relatively precise localization, while a larger kernel size
prioritizes the overall structure and produces a smoother output
with relatively less precise localization.

Implicit neural function defines a decoding function 𝐷
(𝑖 )
\

(typi-
cally an MLP) over a discrete feature map to obtain the continuous
feature map. We can utilize the implicit neural function to precisely
align multi-scale high-frequency features at a unified resolution.
For a certain scale, given the discrete feature map 𝐹

(𝑖 )
𝐹𝐸𝑀

, the high-
frequency feature vectors can be viewed as latent codes 𝑧 (𝑖 ) evenly
distributed on 𝐹

(𝑖 )
𝐹𝐸𝑀

, each of the latent code is assigned with a 2D
coordinate. The high-frequency feature value at arbitrary query
coordinate 𝑥 (𝑖 )𝑞 on the continuous feature map 𝐹

(𝑖 )
𝑐𝑜𝑛 is defined by

𝐹
(𝑖 )
𝑐𝑜𝑛

(
𝑥
(𝑖 )
𝑞

)
= 𝐷

(𝑖 )
\

(
𝑧 (𝑖 ) , 𝑥 (𝑖 )𝑞 − 𝑥 (𝑖 )

)
, (14)

where 𝑧 (𝑖 ) is the nearest latent code from 𝑥
(𝑖 )
𝑞 , 𝑥 (𝑖 ) is the coordinate

of latent code 𝑧 (𝑖 ) , 𝑖 is the multi-scale index, 𝐷 (𝑖 )
\

(·) is the decod-
ing function. In practice, 𝐷 (𝑖 )

\
is jointly trained with the feature

encoder 𝐸 (𝑖 )
𝜓

and the FEM module, so that the features are learned
to precisely represent continuous fields of information.

Neural networks tend to prioritize learning low-frequency sig-
nals during training, while displaying inferior performance in rep-
resenting high-frequency signals. The learning power of neural
networks gets limited when directly operated on 𝑥𝑦 coordinates.
To overcome this limitation, we propose to encode the coordinates
with a position encoding function before feeding them into the
network. Formally, the position encoding function is as below

𝜓 (𝑥) = (sin (𝜔1𝑥) , cos (𝜔1𝑥) , . . . ,
sin (𝜔𝐿𝑥) , cos (𝜔𝐿𝑥)) .

(15)

During the training process, the frequency values 𝜔𝑙 are initialized
as 𝜔𝑙 = 2𝑒𝑙 for 𝑙 ∈ {1, . . . , 𝐿} and can be further fine-tuned. The 2D

coordinates will be expanded into an encoding with 2L dimensions
via position encoding. The implicit feature function is

𝐹
(𝑖 )
𝑐𝑜𝑛

(
𝑥
(𝑖 )
𝑞

)
= 𝐷

(𝑖 )
\

(
𝑧 (𝑖 ) ,𝜓

(
𝑥
(𝑖 )
𝑞 − 𝑥 (𝑖 )

)
, 𝑥

(𝑖 )
𝑞 − 𝑥 (𝑖 )

)
. (16)

Then, we employ the neighboring four latent codes to predict the
signal on certain coordinate in the continuous domain

𝐹
(𝑖 )
𝑐𝑜𝑛

(
𝑥
(𝑖 )
𝑞

)
=

∑︁
𝑘∈{00,01,10,11}

𝑤
(𝑖 )
𝑘

𝑤 (𝑖 ) 𝐷
(𝑖 )
\

(
𝑧
(𝑖 )
𝑘

,𝜓

(
𝑥
(𝑖 )
𝑞 − 𝑥

(𝑖 )
𝑘

)
,

𝑥
(𝑖 )
𝑞 − 𝑥

(𝑖 )
𝑘

)
,

(17)

where 𝑧 (𝑖 )
𝑘

(𝑘 ∈ {00, 01, 10, 11}) is the nearest latent code of 𝑥 (𝑖 )𝑞 in

top-left, top-right, bottom-left, bottom-right sub-spaces, 𝑥 (𝑖 )
𝑘

is the

coordinate of 𝑧 (𝑖 )
𝑘

, 𝜓 (·) is the position encoding function, 𝑤 (𝑖 )
𝑘

is

the weight of sub-space 𝑘 (the area value of the box between 𝑥
(𝑖 )
𝑘

and 𝑥 (𝑖 )𝑞 ),𝑤 (𝑖 ) is the aggregation weight (neighboring total area).
To accurately align multi-scale high-frequency features, one

promising approach is to use implicit neural function to convert
discrete feature maps from different scales into a continuous one.
This method enables feature retrieval at arbitrary coordinates, fa-
cilitating precise alignment. Intuitively, each latent code represents
a field of features, 𝐷\ can decode features from different scales
and align them in the continuous domain. The concatenated latent
codes, relative coordinates and position encoding results are fed
into an MLP to generate the continuous high-frequency features

𝐹
ℎ𝑝
𝑐𝑜𝑛

(
𝑥𝑞

)
=

∑︁
𝑘∈{00,01,10,11}

𝑤𝑘

𝑤
𝐷\

(
𝐶𝑎𝑡 (𝑧 (𝑖 )

𝑘
)2𝑖=0,𝜓 (𝛿𝑥𝑘 ), 𝛿𝑥𝑘

)
,

𝛿𝑥𝑘 = 𝑥𝑞 − 𝑥𝑘 ,

(18)
where 𝐶𝑎𝑡 (𝑧 (𝑖 )

𝑘
)2
𝑖=0 is the concatenated latent codes from different

scales, 𝑖 denotes the scale index. By concatenating multi-scale high-
frequency latent codes 𝑧 (𝑖 )

𝑘
, a unified coordinate is defined for query.

𝛿𝑥𝑘 represents the relative coordinate between 𝑥𝑞 and 𝑥𝑘 in the
unified coordinates, 𝜓 (𝛿𝑥𝑘 ) is the position encoding of 𝛿𝑥𝑘 . The
weight of the sub-space k is defined by 𝑤𝑘 , and the aggregation
weight is𝑤 . The aligned multi-scale high-frequency features in the
continuous domain is denoted as 𝐹ℎ𝑝𝑐𝑜𝑛 .

Once we obtain the high-frequency feature 𝐹ℎ𝑝𝑐𝑜𝑛 in the continu-
ous domain, we can add it with the adaptively upsampled feature
𝐹
𝑀𝑆

to produce the final HRMS result

𝐻𝑀𝑆 = 𝐹
ℎ𝑝
𝑐𝑜𝑛 + 𝐹

𝑀𝑆
. (19)

3.3 Loss Function
In order to achieve the satisfying pan-sharpening results, we pro-
pose a joint loss to supervise the network training. Let𝐻𝑀𝑆 and𝐺𝑇
denote the entire network output and the ground truth, respectively.
We first adopt the L1 loss

L1 = ∥𝐻𝑀𝑆 −𝐺𝑇 ∥1 . (20)

To further improve the quality of the fusion results, we employ
the perceptual loss to enhance the semantic similarity between
the 𝐻𝑀𝑆 and 𝐺𝑇 . The perceptual loss [21] evaluates the distance
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Table 1: Quantitative comparison. Best results are highlighted by red. ↑ indicates that the larger the value, the better the
performance, and ↓ indicates that the smaller the value, the better the performance.

WorldView-II GaoFen2 Worldview-III
Method

PSNR↑ SSIM↑ SAM↓ ERGAS↓ PSNR↑ SSIM↑ SAM↓ ERGAS↓ PSNR↑ SSIM↑ SAM↓ ERGAS↓
Brovey [16] 35.8646 0.9216 0.0403 1.8238 37.7974 0.9026 0.0218 1.3720 22.5060 0.5466 0.1159 8.2331
GFPCA [25] 34.5581 0.9038 0.0488 2.1411 37.9443 0.9204 0.0314 1.5604 22.3344 0.4826 0.1294 8.3964
GS [23] 35.6376 0.9176 0.0423 1.8774 37.2260 0.9034 0.0309 1.6736 22.5608 0.5470 0.1217 8.2433
IHS [6] 35.2962 0.9027 0.0461 2.0278 38.1754 0.9100 0.0243 1.5336 22.5579 0.5354 0.1266 8.3616
PNN [29] 40.7550 0.9624 0.0259 1.0646 43.1208 0.9704 0.0172 0.8528 29.9418 0.9121 0.0824 3.3206

PanNet [44] 40.8176 0.9626 0.0257 1.0557 43.0659 0.9685 0.0178 0.8577 29.6840 0.9072 0.0851 3.4263
MSDCNN [48] 41.3355 0.9664 0.0242 0.9940 45.6847 0.9827 0.0135 0.6389 30.3038 0.9184 0.0782 3.1884
SRPPNN [3] 41.4538 0.9679 0.0233 0.9899 47.1998 0.9877 0.0106 0.5586 30.4346 0.9202 0.0770 3.1553
GPPNN [40] 41.1622 0.9684 0.0244 1.0315 44.2145 0.9815 0.0137 0.7361 30.1785 0.9175 0.0776 3.2593
SFIIN [55] 41.7244 0.9725 0.0220 0.9506 47.4712 0.9901 0.0102 0.5462 30.5971 0.9236 0.0741 3.0798

Ours 42.2275 0.9732 0.0212 0.9012 47.6184 0.9902 0.0100 0.5274 30.6768 0.9246 0.0741 3.0402

Table 2: Evaluation on the real-world full-resolution scenes from GaoFen2 dataset. The best values are highlighted by red. The
up or down arrow indicates higher or lower metric corresponding to better images.

Metrics Brovey GFPCA GS IHS PNN PanNet MSDCNN SRPPNN GPPNN SFIIN Ours
𝐷_↓ 0.1378 0.0914 0.0696 0.0770 0.0746 0.0737 0.0734 0.0767 0.0782 0.0685 0.0673
𝐷𝑆↓ 0.2605 0.1635 0.2456 0.2985 0.1164 0.1224 0.1151 0.1162 0.1253 0.1121 0.1110
QNR↑ 0.6390 0.7615 0.7025 0.6485 0.8191 0.8143 0.8251 0.8173 0.8073 0.8463 0.8472

between features extracted from both the predicted and target
images using a pre-trained VGG19 network. The perceptual loss is
more flexible than other loss functions in that it does not require an
exact reconstruction, thus allowing for variations in the generated
image. The perceptual loss is computed by

Lpercep =
∑︁
𝑖

1
𝐶𝑖𝐻𝑖𝑊𝑖

∥𝜙𝑖 (𝐻𝑀𝑆) − 𝜙𝑖 (𝐺𝑇 )∥22 , (21)

where 𝜙𝑖 (·) represents a VGG19 network, 𝐶𝑖 , 𝐻𝑖 , and𝑊𝑖 denote
the number of channels, height, and width of the feature maps
respectively at the 𝑖𝑡ℎ feature layer.

Finally, the overall loss function is formulated as follows

L = L1 + _Lpercep, (22)

where _ is a weight factor and is empirically set to 0.1.

4 EXPERIMENTS
4.1 Baseline methods
We demonstrate the effectiveness of our method by comparing its
performance with several traditional and deep learning-based pan-
sharpening approaches. Specifically, we select four traditional pan-
sharpening methods, including Brovey [16], GFPCA [25], GS [23],
IHS [6], and six deep learning-based methods, PNN [29], PANNET
[44], MSDCNN [48], SRPPNN [3], GPPNN [40], and SFIIN [55].

4.2 Datasets and Implementation details
Datasets Due to the lack of sufficient ground-truth images in pan-
sharpening, we employ the Wald protocol tool [37] to generate the
training set. Given an origin high-resolution MS image 𝐻𝑀𝑆 ∈
𝑅𝐻×𝑊 ×𝐶 and its corresponding PAN image 𝑃𝑜𝑟𝑔 ∈ 𝑅𝑟𝐻×𝑟𝑊 ×1,
both of them are downsampled with ratio 𝑟 to obtain image pairs
𝑀𝑆 ∈ 𝑅

𝐻
𝑟
×𝑊

𝑟
×𝐶 and 𝑃 ∈ 𝑅𝐻×𝑊 ×1, where 𝑟 is equal to 4. Within

the training set,𝑀𝑆 and 𝑃 are treated as inputs, while 𝐻𝑀𝑆 serves
as the ground truth. The PAN images are cropped into patches with
the size of 128 × 128, while the MS patches are cropped as 32 × 32.
For this study, three satellite image datasets, namely Worldview-II
(WV2), Worldview-III (WV3), and GaoFen2 (GF2) are examined to
evaluate the performance of our proposed approach.

Implementation details. In our experiments, we utilize a single
NVIDIA GeForce GTX 3090 GPU running on a personal computer,
and construct our networks in Python by Pytorch framework. Dur-
ing the training phase, the Adam optimizer is used to update the
network parameters for 1000 epochs with a batch size of 4. The
learning rate is initialized with 8 × 10−4. A StepLR learning rate
adjustment strategy is employed to reduce the learning rate by half
after every 200 iterations.

Evaluation Metrics. To evaluate the performance, we adopt
the following image quality assessment (IQA) metrics: peak signal-
to-noise ratio (PSNR) [19], structural similarity index (SSIM) [38],
spectral angle mapper (SAM) [49], relative dimensionless global
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Figure 3: Visual comparison of all methods on WorldView-II. The last row visualizes the MSE residues between the pan-
sharpening results and the ground truth.

Figure 4: Visual comparison of all methods on GaoFen2. The last row visualizes the MSE residues between the pan-sharpening
results and the ground truth.

error in synthesis (ERGAS) [36], spectral distortion index𝐷_ , spatial
distortion index 𝐷𝑆 and the quality with no reference (QNR) [1].

4.3 Comparison with state-of-the-art methods
Evaluation on reduced-resolution scene. The overview of the
assessment metrics over three datasets is presented in Table 1,

where the best results are highlighted in red for better visibility.
From the table, it is evident that our method outperforms previous
algorithms on three satellite datasets across all assessment metrics,
with 0.50 dB, 0.15 dB and 0.08 dB improvements in PSNR compared
to the second-best results obtained by other methods. Additionally,
we also provide the visual results shown in Figures 3 and 4 for

364



MM ’23, October 29–November 3, 2023, Ottawa, ON, Canada. Yingying Wang, et al.

Table 3: Evaluating generalization performance of the pre-
trained model fromWorldView-III dataset to the new satel-
lite WorldView-II.

WorldView-IIMethod
𝐷_ ↓ 𝐷𝑆 ↓ QNR ↑

PNN [29] 0.1186 0.1228 0.7741
PanNet [44] 0.1090 0.1227 0.7826

MSDCNN [48] 0.1329 0.1228 0.7621
SRPPNN [3] 0.1371 0.1273 0.7543
GPPNN [40] 0.1193 0.1195 0.7764
SFIIN [55] 0.1209 0.1196 0.7751

Ours 0.0892 0.1052 0.8160

WorldView-II and GaoFen2 datasets, respectively. In the last row,
we present the Mean Squared Error (MSE) residues between the
pan-sharpened results and the ground truth. Our proposed strategy
yields more accurate results than existing pan-sharpening tech-
niques in terms of MSE residues, resulting in superior performance.

Evaluation on full-resolution scene. To assess the perfor-
mance and generalization ability of our network on full-resolution
scenes, we apply a pre-trained model trained on GaoFen2 data to
unseen full-resolution GaoFen2 satellite datasets. For evaluation
purposes, we utilize an additional real-world dataset of 200 samples
captured over the newly selected GaoFen2 satellite. The results are
summarized in Table 2. It is apparent that our proposed method
outperforms other traditional and deep learning-based methods
across all performance metrics.

Generalization to the new satellite. Training the network
in the high-frequency domain, rather than the commonly used
image domain, can enhance the network’s ability to generalize
well to other satellites without the need for retraining [44]. To
demonstrate this, we employ a pre-trained model from WorldView-
III data and directly tested it on WorldView-II, as shown in Table
3. The results clearly indicate that our model exhibits significantly
better generalization ability to the new satellite WorldView-II.

4.4 Ablation experiments
We also conduct ablation studies using the WorldView-III satellite
dataset to analyze the impact of the developed modules. Specifi-
cally, we investigated the effectiveness of three key components:
INA, FEM and Pre-align. We evaluated all experimental data via
PSNR [19], SSIM [38], SAM [49] and ERGAS [36] metrics.

Three key components. To assess the impact of three key
components, we follow a stepwise approach. Initially, we introduce
the INA module to achieve precise alignment of multi-scale high-
frequency features. Next, we focus on the FEM module with or
without attention mechanism, examining its effectiveness. Finally,
we add the Pre-align module to address the inherent misalignment
between the PAN and MS modalities to further improve the perfor-
mance. Table 4 illustrates the relative importance of each module.

FEM module with and without attention mechanism.
The attention mechanism can enhance the localization of high-
frequency features and improve the feature extraction of the FEM
module. We further evaluate the impact of the attention mechanism

Table 4: Ablation study on three key components.

Config INA FEM Pre-align PSNR↑ SSIM↑ SAM↓ ERGAS↓

(I) # # # 30.0877 0.9160 0.0816 3.2635

(II) ! # # 30.2862 0.9192 0.0783 3.1864

(III) ! ! # 30.4111 0.9206 0.0773 3.1360

Ours ! ! ! 30.6768 0.9246 0.0741 3.0402

Table 5: Ablation study on the FEMmodule with and without
attention mechanism.

Config FEM module PSNR↑ SSIM↑ SAM↓ ERGAS↓

(I) w/o attention 30.4528 0.9207 0.0768 3.1288

Ours w/ attention 30.6768 0.9246 0.0741 3.0402

Table 6: Ablation study on single-scale and multi-scale fea-
ture extraction approaches.

Config Feature extraction PSNR↑ SSIM↑ SAM↓ ERGAS↓

(I) Kernel size = 5 30.4486 0.9203 0.0770 3.1303

(II) Kernel size = 27 30.4812 0.9210 0.0766 3.1250

(III) Kernel size = 41 30.5243 0.9215 0.0756 3.1032

Ours Multi-scale 30.6768 0.9246 0.0741 3.0402

in Table 5. As seen from the table, the attention mechanism can
significantly boost the performance of the FEM module.

Single-scale and multi-scale feature extraction. To effec-
tively extract complementary high-frequency features, we adopt
multi-scale feature extraction approach. Table 6 compares the high-
frequency feature extraction using single-scale and multi-scale fea-
ture extraction strategy, with single-scale Gaussian kernel size in
5, 27 and 41, respectively. It is evident that the multi-scale method
can significantly improve the performance.

5 CONCLUSION
In this paper, we propose a novel pan-sharpening method to ex-
plicitly address the misalignment issues and precisely inject the
high-frequency features into MS images. Our core idea is to utilize
the mixed global-local receptive field to enhance the representation
of high-frequency features and achieve accurate feature extrac-
tion. These enhanced features are then precisely aligned in the
continuous domain via implicit neural representation. Extensive
experiments over different satellite datasets demonstrate the effec-
tiveness of our proposed method.
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